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Abstract

A study is made of the inverse free convection problem (IFCP) by adjoint equations and conjugate gradient (CG), to

determine an unknown space and time dependent boundary heat ¯ux on the side of an enclosure, from temperature

measurements by sensors within the ¯ow. The direct, sensitivity and adjoint set of equations for a Boussinesq ¯uid are

solved by control volumes. Solutions are presented for di�erent types of boundary conditions and a wide range of

Rayleigh numbers, for a square enclosure. It is found that by placing sensors close enough to the active boundary,

solutions may be achieved for Rayleigh numbers higher than in previous studies. Noisy data solutions are regularized

by stopping the iterations according to the discrepancy principle of Alifanov, before the high frequency components of

the random noises are reproduced. The accuracy of the solutions is shown to depend strongly on the Rayleigh number,

the sensor's position and the type of boundary conditions imposed. Ó 2001 Elsevier Science Ltd. All rights reserved.

1. Introduction

Inverse heat transfer problems are encountered in

many situations where the direct measurement of

boundary conditions or the determination of thermo-

physical properties of a system are impracticable. A

typical inverse heat conduction problem (IHCP) consists

of estimating the temperature or heat ¯ux on the part of

the boundary surface of a body, through the use of re-

mote temperature measurements taken either within the

body itself or on a di�erent part of the bounding surface.

In direct problems, random errors of boundary value

data used in the computation of a temperature within

the body are damped by di�usion, while in inverse

problems errors arising from internal measurements are

ampli®ed when the unknown boundary values are esti-

mated. Thus a small error in the input data can lead to a

large error in the inverse solution. The inverse problem

is consequently regarded as an ill-posed one from

a mathematical point of view, in the sense of Had-

amard [1].

A lot of research has been conducted over the last

decades, to devise ways to reduce the e�ect of error

growth in IHCP solutions. Since the problem is not well

posed, a direct solution procedure requiring exact

matching of the calculated temperatures with the

measured data is unstable. Some improvement in sta-

bility is possible by using a least-squares method [2,3]

seeking to minimize the error between the calculated and

measured temperatures. The procedure is simple and

accurate for exact data, but the solutions are prone to

instability with inaccurate data.

To regularize the problem, a technique described by

Tikhonov and Arsenin [4] can be used, which modi®es

the least-squares method by adding a smoothing con-

straint term, multiplied by an appropriate regularization

parameter. The success of the technique depends on the

choice of the regularization parameter however, which is

not always easy to make in practical calculations. The

so-called iterative regularization method described by

Alifanov [5] provides an alternative to the Tikhonov

procedure. Both procedures may be classi®ed among the
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whole domain methods, in which the unknown heat ¯ux

is determined at once for all times and/or positions.

These methods are based on sound mathematical

background and may be applied to a great variety of

inverse problems. Other methods were also developed

over the years, for instance the maximum entropy

method [6], the minimal energy method [7], the molli®-

cation method [8], the space marching [9] and random

search methods [10].

The approach of Beck [11,12], also referred to as the

function speci®cation method, is probably the best

known sequential method for IHCPs, where the time

domain is subdivided and the least-squares problem

solved over each subdomain in sequence, using

assumptions about future data for stabilization. The

stability of the Beck's method was analyzed by Liu [13],

and Reinhardt [14] extended it to two-dimensional

problems. A comparison of the function speci®cation

method with the whole domain methods was made by

Beck et al. [15] who showed that the Tikhonov method,

the iterative regularization method (also referred to as

the conjugate gradient (CG) method) and the function

speci®cation method give comparable results for the test

problem considered. The optimal number of future

times in Beck's method is problem-dependent and di�-

cult to determine, just as the regularization parameter in

the Tikhonov method or the number of iterations in the

iterative regularization method.

While a great number of works focused on inverse

conduction problems encountered in the design, control

and identi®cation of various thermal systems, much less

were devoted to inverse heat transfer problems involving

convection ¯ow.

Convection heat transfer problems are governed by a

system of partial di�erential equations, namely the

continuity, Navier±Stokes, and energy equations. If we

are dealing with a forced convection problem, the tem-

perature ®eld is obtained independently, by solving a

single energy equation. Such a problem was solved by

Huang and �Ozisik [16] for instance, to estimate the wall

heat ¯ux in a fully developed channel ¯ow from tem-

perature measurements inside the channel, using regular

and modi®ed CG methods. The case of a fully devel-

oped turbulent channel ¯ow was considered by Liu and
�Ozisik [17], who used the same approach to determine

the time-varying wall heat ¯ux. The estimation of the

temperature pro®le at the entrance of a thermally de-

veloping, hydrodynamically developed ¯ow between

parallel plates was considered by Ramanujam [18],

while the estimation of the time-varying inlet tempera-

ture in laminar ¯ow in a parallel plate duct was pre-

sented by Bokar and �Ozisik [19]. The thermal

conductivity and heat capacity of forced ¯ow inside a

circular duct were determined from transient tempera-

ture at a single location in the downstream region by

Liu and �Ozisik [20], using the Levenberg±Marquardt

method. Recently, Hsu et al. [21] presented a two-di-

mensional inverse least-squares method to estimate both

inlet temperature and wall heat ¯ux in a steady laminar

¯ow in a circular duct.

Nomenclature

C boundary

cp speci®c heat

g gravity

H height

k thermal conductivity

p conjugate search direction

Pr Prandtl number

q heat ¯ux

Qref reference ¯ux value

Ra Rayleigh number

S surface

t time

T temperature

u velocity vector

x, y coordinates

Greek symbols

a step size

b coe�cient of thermal expansion

d Dirac delta function

D increment

e small number

m kinematic viscosity

r standard deviation

q density

w stream function

x vorticity

Superscripts

k iteration number

� active boundary

� sensitivity variable

adjoint variable

^ unit vector

Subscripts

m measurement value

0 reference value

f ®nal value

Other symbols

h�j�i inner product

k � k norm

r gradient

rn� normal component of curl
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Inverse natural convection problems are more di�-

cult to investigate than forced convection problems, as

the temperature and ¯ow ®eld are always coupled.

Moutsoglou [22] solved by the sequential function

speci®cation method a steady laminar inverse natural

convection in a vertical channel, where the heat ¯ux at

one wall is unknown while the temperature on the

opposite insulated wall is given. More recently, Park

and Chung [23] solved the inverse problem for an

unknown time-dependent heat source inside a square

cavity, using the Chebyshev pseudospectral method.

The same problem was considered by Park and Jung

[24], using the Karhunen±Lo�eve Galerkin method to

solve the set of direct, adjoint and sensitivity equa-

tions. This method was shown to be as accurate as the

pseudospectral method, but at a ``drastically reduced''

cost in computer time. Zabaras and Yang [25] and

Yang and Zabaras [26] used ®nite element method, in

conjunction with CG technique to solve inverse

problems involving natural convection. Nguyen [27]

and Prud'homme and Nguyen [28] considered the in-

verse free convection problem (IFCP) in a square

cavity with an unknown heat ¯ux on one vertical wall,

using data taken on the opposite wall. The results

obtained were restricted to moderate Rayleigh num-

bers ranging between 0 and 10000. Satisfactory solu-

tions could not be obtained for Rayleigh numbers

greater than 10000.

In the present study, the e�ects of natural convection

on the stability and accuracy of the inverse solution are

analyzed in terms of the Rayleigh number and the

sensor's position. It will be shown that, by moving

sensors closer to the unknown boundary, stable solu-

tions may be obtained for Rayleigh numbers higher

than in the previous study [28]. In fact, if the unknown

heat ¯ux is strong enough for a boundary layer to de-

velop, one should put sensors within that boundary

layer.

The next section presents the detailed derivation of

the sets of sensitivity and adjoint equations used in the

CG technique. Numerical results will be presented next

to show the e�ects of convection ¯ow, sensor's location

and boundary conditions on the convergence and ac-

curacy of the inverse solutions.

2. Problem de®nition

Let us consider the general IFCP sketched in

Fig. 1(a). Our purpose is to determine the unknown ¯ux

q on the active boundary C� over the time interval

06 t6 tf , from temperature measurements Tm taken at

the sensor's position. It will be assumed throughout the

discussion that the boundary conditions (either tem-

peratures or heat ¯uxes) are known on C, the remaining

part of the boundary, and that the cavity is initially at

temperature T0 when heating begins. The IFCP may be

expressed in a convenient non-dimensional form by in-

troducing an appropriate scaling of the variables, based

on the de®nitions

T � � T ÿ T0

DT
; DT � Qref H

k
; �x; y�� � �x; y�

H
;

t� � kt
qcpH 2

;

�1�

where all properties are evaluated at T0. Omitting

superscripts from now on, the temperature, stream

function and vorticity ®elds within the cavity satisfy the

set of dimensionless equations

Fig. 1. (a) Solution domain for general formulation; (b) geometry and coordinate system for test computations.
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DT
Dt
� r2T ;

Dx
Dt
� Prr2xÿ RaPrrn � �T ĝ�; r2w � ÿx;

�2�

where Ra � qcpbgDTH 3=km is the Rayleigh number and

Pr � qcpm=k is the Prandtl number. The corresponding

boundary conditions are the usual no-slip requirement

on C and C� for the ¯ow, and

ÿ oT
on
� q on C�; ÿ oT

on
� f or T � g on C �3�

for temperature, where f and g are known a priori and

may be functions of position and time, just as q. In

general, both Dirichlet and Neumann conditions can be

considered simultaneously, on di�erent parts of C.

In the inverse problem, we look for the boundary

heat ¯ux q that will minimize the error

E�q� � 1

2
Tk ÿ Tmk2 � 1

2

Z tf

0

T� ÿ Tm�2 dt; �4�

where T and Tm are the predicted and given temperature

at the sensor's position, respectively.

If q is a function of time only, not more than a single

point sensor is needed to get a valid solution. For a non-

uniform ¯ux of arbitrary form, a continuum set of

sensors is required in principle. But after discretization,

it is enough to use a sensor at every computational point

on an appropriate grid line inside the cavity. In this case,

the error becomes the sum of individual contributions

like the right-hand side of Eq. (4), taken at each sensor's

location.

The minimization of the error can be achieved by

iterative regularization, using the CG method. A se-

quence of approximations q0; q1; . . . qk , and so on is

constructed for the unknown heat ¯ux according to

qk�1 � qk � akpk . Here ak is the step size and pk the

conjugate search direction, which is related to the

gradient of E with respect to the function q, and may be

determined according to a well-known algorithm

[5,27,29]. The gradient of E and the step size a may be

obtained, respectively, from the solution of the adjoint

and sensitivity problems described below [27].

2.1. The sensitivity problem

Let us introduce the temperature sensitivity ~T as the

directional derivative of T at q in the direction Dq, i.e.,

~T � lim
e!0

T �q� eDq� ÿ T �q�
e

�5�

and so on for the other two variables. Based on this

de®nition, it is straightforward to derive from Eq. (2)

that the temperature, vorticity and stream function

sensitivity ®elds are solutions of

o ~T
ot
�r � u ~T

�
� ~uT

�
� r2 ~T ;

o ~x
ot
�r � u ~x

�
� ~ux

�
� Prr2 ~xÿ RaPrrn � � ~T ĝ�;

r2 ~w � ÿ ~x: �6�

It is further shown that the vorticity and stream func-

tion sensitivities must verify the same initial and

boundary conditions as their direct problem counter-

parts. The temperature sensitivity is expected to satisfy

the initial condition ~T � 0, with the boundary condi-

tions

ÿ o ~T
on
� Dq on C�; ÿ o ~T

on
� 0 or ~T � 0 on C: �7�

2.2. The adjoint problem

In an in®nite-dimensional space, the gradient of

E, designated by rE, must verify the formal

equality

DDqE�q� � rEjDqh i; �8�

where the left-hand side is the directional derivative of E

at q in the direction Dq. The gradient of E may then be

determined by a set of adjoint equations as follows. The

derivation will be done in the case of a single sensor for

Table 1

Test cases considered

Case Bc at x � 0 Unknown ¯ux Rayleigh number Sensor position

1 Adiabatic q � sin�2pt� 0 x � 0:00, 0:50

2 Adiabatic q � sin�2pt� 103 x � 0:00, 0:50

3 Adiabatic q � sin�2pt� 104 x � 0:25, 0:75

4 Adiabatic q � sin�2pt� 105 x � 0:50, 0:75

5 Adiabatic Triangular pro®le 105 x � 0:75, 0:90

6 Adiabatic Step pro®le 105 x � 0:75, 0:90

7 Adiabatic q � sin�2pt� sin�py� 105 x � 0:90

8 Isothermal q � sin�2pt� 106 x � 0:50, 0:75
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the sake of clarity. Starting from Eq. (4), the directional

derivative of E is

DDqE�q� � T
D
ÿ Tmj ~T

E
�
Z tf

0

T� ÿ Tm� ~T dt; �9�

where all quantities are evaluated at the sensor's loca-

tion. If many sensors are involved, a sum of such in-

tegrals is involved, but the steps of the derivation are

the same. Let us introduce the so-called adjoint tem-

perature T , vorticity x, stream function w and note that

the right-hand side of Eq. (9) may be expressed equiv-

alently as an integral over surface and time using Di-

rac's delta function. Substituting Eq. (6) in Eq. (9), we

may write

Fig. 2. (a) Isotherms, direct problem, q�t� � ÿ sin�2pt�, Ra � 0; (b) ¯ux prediction, q�t� � ÿ sin�2pt�, Ra � 0.
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DDqE�q� �
Z tf

0

Z
S

T� ÿ Tm� ~T d�rÿ rm�dS dt

�
Z tf

0

Z
S

w r2 ~w
n

� ~x
o

dS dt

�
Z tf

0

Z
S

x
o ~x
ot

(
�r � u ~x

�
� ~ux

�
ÿ Prr2 ~x� RaPrrn � � ~T ĝ�

)
dS dt

�
Z tf

0

Z
S

T
o ~T
ot

(
�r � u ~T

�
� ~uT

�
ÿr2 ~T

)
dS dt: �10�

By virtue of the Green's identities and the divergence

theorem, and the no-slip condition at the boundary, it

follows from Eq. (10) that

DDqE�q� �
Z tf

0

Z
S

T� ÿ Tm� ~T d�rÿ rm�dS dt

�
Z tf

0

Z
S

~wr2w
�

� w ~x
�

dS dt

�
Z tf

0

Z
S

x
o ~x
ot

(
ÿ ~x�u � r�xÿ x�~u � r�x

ÿ Pr ~xr2x� RaPrxrn � � ~T ĝ�
)

dS dt

�
Z tf

0

Z
S

T
o ~T
ot

(
ÿ ~T �u � r�T

ÿ T �~u � r�T ÿ ~Tr2T

)
dS dt

�
Z tf

0

I
C�C�

w
o ~w
on

 
ÿ ~w

ow
on

!
dldt

ÿ
Z tf

0

I
C�C�

T
o ~T
on

 
ÿ ~T

oT
on

!
dldt

ÿ Pr
Z tf

0

I
C�C�

x
o ~x
on

 
ÿ ~x

ox
on

!
dldt: �11�

The ®rst and the third boundary integrals on the right-

hand side of Eq. (11) vanish on the assumption that the

adjoint stream function, the adjoint vorticity and its

normal derivative are equal to zero on C as well as C�.
Furthermore, if the adjoint temperature satis®es the

condition

ÿ oT
on
� 0 on C�; ÿ oT

on
� 0 or T � 0 on C; �12�

then the second boundary integral becomes using

Eq. (7)

ÿ
Z tf

0

I
C�C�

T
o ~T
on

 
ÿ ~T

oT
on

!
dldt

�
Z tf

0

Z
C�

T Dqdldt: �13�

Substituting Eq. (13) back into Eq. (11) using continuity

gives, after a slight rearrangement of terms

Fig. 2 (continued)
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DDqE�q� �
Z tf

0

Z
S

T� ÿ Tm� ~T d�rÿ rm�dS dt

�
Z tf

0

Z
S

~wr2w
�

� w ~x
�

dS dt

�
Z tf

0

Z
S

x
o ~x
ot

(
ÿ ~xr � �ux� Prrx�

� RaPrxrn � � ~T ĝ�
)

dS dt

�
Z tf

0

Z
S

T
o ~T
ot

(
ÿ ~Tr � �uT �rT �

)
dS dt

�
Z tf

0

Z
C�

T Dqdldt

ÿ
Z tf

0

Z
S

T �~u � r�T dS dt

ÿ
Z tf

0

Z
S

x�~u � r�xdS dt �14�

Fig. 3. (a) Isotherms, direct problem, q�t� � ÿ sin�2pt�, Ra � 104; (b) streamlines, direct problem, q�t� � ÿ sin�2pt�, Ra � 104; (c) ¯ux

prediction, q�t� � ÿ sin�2pt�, Ra � 104.
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for the directional derivative. From the de®nition of the

stream function, we have on the other hand

T �~u � r�T � ÿrn � �T ~wrT � � ~w
o�T ; T �
o�x; y� �15�

as can be veri®ed by expanding both sides. This formula

remains valid if temperatures are replaced by vorticities.

Since gravity is a constant vector, it is straightforward to

show that

xrn � ~T ĝ
� �

� rn � �x~T ĝ� ÿ ~Trn � �xĝ�: �16�

It follows from Eqs. (14)±(16), after using Green's the-

orem and the boundary condition on the adjoint vor-

ticity, that

Fig. 3 (continued)
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DDqE�q� �
Z tf

0

Z
S

T� ÿ Tm� ~T d�rÿ rm�dS dt

�
Z tf

0

Z
S

~w r2w

�
ÿ o�T ; T �

o�x; y�

ÿ o�x;x�
o�x; y�

�
dS dt �

Z tf

0

Z
S

x
o ~x
ot

(

ÿ ~xr � �ux� Prrx� � w ~x

)
dS dt

�
Z tf

0

Z
S

T
o ~T
ot

(
ÿ ~Tr � �uT �rT �

ÿ RaPr ~Trn � �xĝ�
)

dS dt

�
Z tf

0

Z
C�

T Dqdldt: �17�

If the adjoint temperature and vorticity are both as-

sumed to vanish at t � tf , Eq. (17) can be simpli®ed

further as

DDqE�q� �
Z tf

0

Z
S
ÿ ~T

oT
ot

�
�r � �uT �rT �

� RaPrrn � �xĝ� ÿ T� ÿ Tm�d�r

ÿ rm�
�

dS dt �
Z tf

0

Z
S
ÿ ~x

ox
ot

�
�r � �ux� Prrx� ÿ w

�
dS dt

�
Z tf

0

Z
S

~w r2w

�
ÿ o�T ; T �

o�x; y�

ÿ o�x;x�
o�x; y�

�
dS dt �

Z tf

0

Z
C�

T Dqdldt �18�

by interchanging the order of integration for the time

derivatives and using the initial conditions of the sensi-

tivity variables. All terms between brackets in Eq. (18)

above vanish if the adjoint variables obey the set of

equations

oT
ot
�r � uT

ÿ �rT
�� RaPrrn � �xĝ�

� �T ÿ Tm�d�rÿ rm�;
ox
ot
�r � ux� � Prrx� � w;

r2w � o�T ; T �
o�x; y� �

o�x;x�
o�x; y� :

�19�

For many sensors, the right-hand side of the adjoint

temperature equation is equal to the sum of each sen-

sor's contribution �T ÿ Tm�. As only one term remains

on the right-hand side of Eq. (17), it follows, by com-

parison with Eq. (8), that the gradient of the objective

functional is equal to the adjoint temperature at the

surface where the unknown ¯ux is being sought, that is

rE � T . This holds true in general for an arbitrary ¯ux

q�C�; t�. For a ¯ux that is a function of t only, the

gradient then corresponds to the average value of the

adjoint temperature over the active surface C�.
It should be noted that to solve the adjoint equation

with the ``end condition'' at the physical time t � tf , one

should ®rst proceed with the change of variable

s � tf ÿ t. Via this transformation, the adjoint problem

becomes an initial value problem in s.

3. Method of conjugate gradient

The overall CG algorithm may be summarized as

follows [5,27,29]:

1. Set initial conditions and choose initial guess q0. Set

iteration counter k � 0.

2. Solve the direct problem with qk to obtain T k .

Fig. 3 (continued)
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3. Evaluate the error T k ÿ Tm at the sensors position(s).

4. Solve the adjoint problem backward in time to obtain

T
k
.

5. Evaluate the gradient rEk � T
k�C�; t�.

6. Calculate the search direction pk . If k � 0,

pk � ÿrEk , otherwise, pk � ÿrEk � ckpkÿ1 with

ck � rEk ÿrEkÿ1jrEkh i
rEkÿ1k k2

:

7. Solve the sensitivity problem with Dq � pk on bound-

ary C� to obtain ~T k at the sensor's position.

8. Calculate the step size

ak � ÿ
T k ÿ Tmj ~T k
D E

~T k
 2

:

9. Update to qk�1 � qk � akpk .

Fig. 4. (a) Isotherms, direct problem, q�t� � ÿ sin�2pt�, Ra � 105; (b) streamlines, direct problem, q�t� � ÿ sin�2pt�, Ra �
105.
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10. Set k  k � 1, go back to step 2, repeat until conver-

gence criterion Ek < eE0 is satis®ed.

The errors E0;E1; . . . En are de®ned from Eq. (4) with T

obtained from qn. The discrepancy principle [16,19,23]

was used here to select a value for e when the tempera-

ture data contain random errors with uniform distribu-

tion. Assuming that T n ÿ Tm � rTm where r is the

standard deviation of the measurements, which is taken

as a known constant, the stopping criterion expression

e � r2tf follows from Eq. (4). Nevertheless, some results

are presented for computations going beyond this limit

to demonstrate the e�ect of noise in the data. For exact

data, the stopping criterion was set at e � 2:510ÿ6 or

computations were stopped at the 20th iteration if the

criterion had not been reached already.

4. Results and discussion

Numerical solutions to the sets of direct, sensitivity

and adjoint equations for a square cavity with adiabatic

top and bottom walls sketched in Fig. 1(b), are obtained

Fig. 4 (continued)
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by the control volume method, with a time step

Dt � Ds � 10ÿ2 and a 41� 41 uniform mesh. All the

computations start from q0 � 0 as initial guess for the

¯ux, for a simulation time tf � 1. Since the adjoint

temperature ®eld is zero at the ®nal time tf , the conju-

gate direction vanishes also and the estimated value of

the ¯ux at tf is always equal to the initial guess value.

Although the conjugate gradient method can be modi-

®ed to alleviate this di�culty [23], it is not the main

purpose of this study to examine the inverse solution at

tf . The discussion will be restricted to ¯uxes which are

zero at tf and focus on the e�ects of convection on the

convergence of the algorithm, by comparison with the

results obtained in the case of pure conduction, i.e.,

when Ra � 0.

Inverse solutions are ®rst obtained from exact simu-

lated data. E�ects of random errors will be considered

next. In order to analyze the e�ects of Rayleigh number,

sensor's position and di�erent types of boundary con-

ditions, numerical solutions are presented for the cases

shown in Table 1.

4.1. E�ects of Rayleigh number and sensor's position

4.1.1. Conduction regime

Results obtained for the inverse conduction problem

using the CG method were presented in a recent paper

by Prud'homme and Nguyen [30]. It was then shown

from a Fourier analysis that the convergence speed of

the inverse solution slows down as frequency increases.

As a consequence, the multiple frequency components of

an arbitrary ¯ux will not be reproduced all at the same

time by the CG algorithm, but one after the other, be-

ginning with the lowest frequency and proceeding suc-

cessively to the highest. This sequential convergence

process is at the heart of the regularization power of the

method. This feature allows for instance the satisfactory

prediction of an unknown ¯ux from noisy temperature

data, by stopping the iteration process before the un-

desirable components of the noise are recovered.

Let us ®rst reproduce a time-dependent heat ¯ux of

the form q � sin�2pt� with a sensor located on the left

boundary, i.e., at x � 0. The temperature ®eld obtained

by solving the direct problem with this boundary heat

¯ux is shown in Fig. 2(a). The heat ¯ux predicted by

solving the inverse problem is shown in Fig. 2(b). The

inverse solutions obtained with a sensor located at x � 0

and x � 0:5, respectively, are presented together with the

exact heat ¯ux. This ®gure clearly shows that the CG

algorithm can predict an unknown heat ¯ux of the form

q � sin�2pt�, with a single sensor located at x � 0.

4.1.2. Weak convection regime

For Ra � 103, computation shows that convection is

still very weak inside the cavity. The shape of the iso-

therms remains therefore close to the uniform pattern of

the pure conduction regime. Consequently, the heat ¯ux

can still be recovered with a single sensor located at

x � 0 as before.

4.1.3. Moderate convection regime

For Ra � 104, the in¯uence of convection now be-

comes signi®cant, as can be seen in Fig. 3(a) and (b),

which show, respectively, the isotherms and streamlines

obtained using q � sin�2pt� as before. The inverse

solution obtained with a sensor located at x � 0 is not as

Fig. 5. Flux prediction, q�t� � ÿ sin�2pt�, Ra � 105.
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good here as in the weak convection case. Satisfactory

results can be achieved by taking the sensor closer to the

active boundary, for example, at x � 0:25 or x � 0:75, as

shown in Fig. 3(c).

4.1.4. Strong convection regime

By increasing the Rayleigh number to still higher

levels, convection becomes strong enough for thermal

boundary layers to form along the cavity walls, as can be

seen in Fig. 4, where the streamlines and isotherms ob-

tained at Ra � 105 are drawn. It appears by comparison

with Fig. 2(a) that there is now a de®nite strati®cation

over most of the cavity, and that the boundary layer is

intermittent, which reveals a fairly complex temperature

®eld behavior. In order to get a satisfactory solution, the

sensors must be moved closer to the active boundary.

The inverse solutions obtained with a single sensor lo-

cated at x � 0:50 and x � 0:75, respectively, are plotted

in Fig. 5. As the sensitivity is greater for a sensor placed

at x � 0:75 than for a sensor located at x � 0:50, the

predicted ¯ux pro®le is more accurate over the time in-

terval of the simulation.

Fig. 6. Flux prediction, noisy data, q�t� � ÿ sin�2pt�, Ra � 104, sensor at x � 0:75, r � 0:04.

Fig. 7. Relative error, noisy data, q�t� � ÿ sin�2pt�, Ra � 104, sensor at x � 0:75, r � 0:04.
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4.2. E�ects of random errors

When inverse problems are solved using noisy data,

the iterative regularization e�ect of the CG algorithm on

the solution can be detected just as well as in conduc-

tion, and used with much pro®t to optimize the ®nal

result. Fig. 6 clearly proves the point, by presenting a

reasonably accurate solution obtained after 9 iterations,

using the stopping criterion e � r2tf . The solution ob-

tained after 20 iterations, when the high frequency

components of the noises embedded in the data are re-

covered, appears far less satisfactory in comparison.

Although the optimal number of iterations is di�cult to

determine a priori, the plot of the relative error rep-

resented in Fig. 7 con®rms the validity of the discrep-

ancy principle, suggesting an optimal number of

iterations between 7 and 10, roughly. To give a more

complete description of the convergence process, Fig. 8

presents the solution obtained after each of the ®rst 4

iterations.

Fig. 8. Early solutions, noisy data, q�t� � ÿ sin�2pt�, Ra � 104, sensor at x � 0:75, r � 0:04.

Fig. 9. Flux prediction, triangular pro®le, Ra � 105.
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4.3. E�ects of boundary conditions

We now consider two other typical heat ¯ux pro®les

on the active boundary, namely, the triangular and step

function pro®les depicted in Figs. 9 and 10, respectively.

Satisfactory results can be achieved at Ra � 105 with a

single sensor located at x � 0:90 in both cases, and also

with a sensor located at x � 0:75 for the triangular

pro®le. As could be expected, the triangular ¯ux, with

Fourier coe�cients inversely proportional to n2, can be

recovered more easily than the step ¯ux, with Fourier

coe�cients inversely proportional to n. The consequence

of recovering only so many components of the series of

both ¯uxes with the CG method, equivalent to a trun-

cation of their Fourier series, is therefore more visible

for the step function.

It is worth noting that hitherto, we considered only

¯uxes which were a priori time dependent. In fact,

without any prior knowledge that q is only a function of

time, one should look for q as a function of both time

Fig. 10. Flux prediction, step pro®le, Ra � 105.

Fig. 11. (a) Flux prediction, noisy data, q�t� � ÿ sin�2pt�, 9 iterations, Ra � 104, 19 sensors at x � 0:75, r � 0:04; (b) ¯ux prediction,

noisy data, q�t� � ÿ sin�2pt�, 20 iterations, Ra � 104, 19 sensors at x � 0:75, r � 0:04.
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and space, i.e., q � q�y; t�, by using as many sensors as

there are grid points in the y-direction. The prediction of

q � sin�2pt� from noisy data with sensors located at

x � 0:75, after 9 and 20 iterations are shown in

Figs. 11(a) and (b), respectively. It is noticed from the

®gure that the solutions are no longer perfectly uniform

along y, since they are built from the local values of the

adjoint temperature over the active boundary instead of

the average values used for the pro®les plotted in Fig. 6.

A case where the unknown heat ¯ux depends on both

space and time can be considered. We thus try to recover

the solution q � sin�2pt� sin�py� when Ra � 105. The

results obtained using sensors located at x � 0:9 are

shown in Fig. 12. Convergence is somewhat slower in

this case and the shape of the pro®le is not predicted

accurately if the sensors are placed at a larger distance

x � 0:50 or x � 0:75 from the active boundary.

Finally, a very accurate prediction of the ¯ux

q � sin�2pt� may be obtained for Ra � 106 from a sensor

at x � 0:5, when the adiabatic boundary condition at

x � 0 is replaced by the isothermal condition T � 0, as

revealed in Fig. 13.

5. Conclusion

Iterative solutions for the IFCP were obtained with

the CG method using adjoint equations, for di�erent

types of boundary conditions and a wide range of

Rayleigh numbers. Without any a priori information,

the method is capable of predicting an arbitrary func-

tion q�y; t� from temperatures measured by sensors lo-

cated within the cavity. Stable solutions may be

obtained from noisy data by stopping the iteration

process before the high frequency components of the

random noises start to a�ect signi®cantly the inverse

solution. A time-dependent heat ¯ux can be adequately

predicted with a single sensor, which must be placed

closer to the active boundary as the Rayleigh number

increases. The quality of the prediction is strongly de-

pendent on the Rayleigh number and the location of the

sensor, as well as on the type of conditions imposed on

all the boundaries.
Fig. 12. Flux prediction, q�y; t� � ÿ sin�2pt� sin�py�, 20 itera-

tions, Ra � 105, 19 sensors at x � 0:90.

Fig. 13. Flux prediction, isothermal boundary at x � 0, q�t� � ÿ sin�2pt�, Ra � 106.
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